Introduction

The relationship between brain structure and function has gained recent prominence in human neuroimaging. Studies have reported correlations between behavioral performance and localized brain structure (for a recent review, see Kanai and Rees, 2011) and have also identified possible training-dependent changes in structure (e.g., changes in measures of gray matter density or white matter integrity). Evidence for effects of training comes from both cross-sectional studies, comparing different groups of subjects with different experiences (e.g., musicians versus non-musicians (Bengtsson et al., 2005) or taxi versus bus drivers (Maguire et al., 2006)), as well as longitudinal studies, examining the effect of training over time in individuals (for a review see, Draganowski and May, 2008; May and Gaser, 2006). However, with cross-sectional studies it is impossible to determine which came first, the structural differences or the experience (May, 2011). Longitudinal training studies provide the strongest evidence for training-dependent changes in brain structure since experience is directly manipulated and the changes are measured within a participant.

Such MRI evidence for adult structural plasticity seems consistent with animal studies of experience-dependent plasticity (Draganski and May, 2008) and based on this apparent convergence, it has been proposed that changes in the MRI signal may reflect changes in axonal myelination, neurogenesis, angiogenesis, dendritic spine motility, glial cell proliferation, and synaptogenesis (Draganski and May, 2008; Scholz et al., 2009). However, while animal studies do suggest that experience-dependent structural plasticity in the adult brain persists throughout the life span (Fu and Zuo, 2011), it is highly constrained. For example, longitudinal in vivo studies suggest that experience does not cause any change in large scale axons and dendrites (Mizrahi and Katz, 2003; Trachtenberg et al., 2002), although some cross-sectional studies have reported changes in glial cells, unmyelinated axons or dendritic length in adult animals exposed to an enriched environment (Juraska et al., 1980; Markham et al., 2009), altered visual input (McBride et al., 2008), or motor tasks (Black et al., 1990; Kleim et al., 2007). There is also no direct evidence for experience-driven increase in axonal myelination in the adult brain (Demerec et al., 1996; Markham et al., 2009). Likewise, experience-dependent angiogenesis in adults has been shown to be specific to exercise (Black et al., 1990; Kleim et al., 2002) (but see Isaacs et al., 1992), and the only undisputed claim regarding neurogenesis in the adult brain is that it is primarily observed in the dentate gyrus of the hippocampal complex and the olfactory bulb (Rakic, 2002).
Overall, the bulk of the evidence from animal studies suggests that experience-dependent structural plasticity is mediated by remodel-
ing of neuronal processes (Lerch et al., 2011; McBride et al., 2008), synaptogenesis (Black et al., 1990; Briones et al., 2004; Knott et al., 2006) or transient changes in dendritic spines (Holtmaat et al., 2006; Trachtenberg et al., 2002; Xu et al., 2009b) and axonal boutons (Stettler et al., 2006; Yamahachi et al., 2009). Importantly, the experience-related increase in structures like dendritic spines is also accompanied by spine elimination resulting in similar total spine densities between the trained and untrained animals after training (Trachtenberg et al., 2002; Xu et al., 2009b). At the systems level, such subtle changes are considered sufficient to remodel patterns of activity in neuronal circuits (Chen and Nedivi, 2010), without inducing large-scale structural alterations in cortical networks. Thus, the evidence from animal studies suggests that the large-scale organization of axons and dendrites is very stable and experience-
dependent structural plasticity in the adult brain occurs locally and is transient (for a review see, Holtmaat and Svoboda, 2009).

One of the big advantages of MRI is the capacity to image the whole brain, rather than individual cellular structures as in the case of, for example, 2-photon microscopy. However, given the large-scale stability of structures described above, it is not clear that human MRI, with typically 1 mm³ voxels, can detect the type of microscopic structural changes reported in animal studies. In addition, it is important to note that much of the evidence from animal studies comes from highly invasive or demanding experimental manipula-
tions such as trimming whisker barrels or rearing animals in enriched versus isolated environment, and the animals are motivated by requiring performance to receive food. In comparison, human studies use less intensive and demanding training tasks and some have suggested that a controlled training protocol is not even necessary for inducing structural changes in the adult brain (Bezzola et al., 2011). Finally, we note that the effect size reported in some human studies is very small relative to the size of the voxels. For example, memory training was reported to increase cortical thickness by ~0.05 mm (Engvig et al., 2010). Similarly, aerobic exercise was reported to increase hippocampal volume by ~0.10 mm³ (Erickson et al., 2011a). Differences in any of these factors (age, duration of training, cognitive tasks such as deciphering Morse code (Schmidt-Wilcke et al., 2010), working memory (e.g., Takeuchi et al., 2010), and learning for an exam (Draganski et al., 2006), most studies involved young adults (<30 years of age) although some focused on older adults (>60 years of age). The duration of training in all these studies varied from 3 days (Kwok et al., 2011) to 1 year (Erickson et al., 2011a). Differences in any of these factors (age, duration of training, etc.) could influence the nature of any underlying structural change. Here, however, we will restrict our focus simply to the strength of the evidence presented in individual studies and the techniques employed.

Taking into account these considerations, we conducted a critical review of the evidence from all longitudinal studies of training-dependent structural plasticity in adult humans. There are two key questions. First, how reliable is the evidence for training-dependent changes in MRI measures of brain structure? Second, if there are reliable changes, what do these changes in MRI measures reflect in terms of the biological substrate? Here, we focus primarily on the first question, but will discuss the second issue towards the end of the review. Specifically, in contrast to previous reviews of this literature (Draganski and May, 2008; May, 2011), we focus on the robustness of the experimental design and statistical methods, as well as the limitations of MRI-based structural imaging techniques.

In the first part of the review, we will discuss the different methods used to measure human adult structural plasticity and briefly survey the extant literature. In the central part of the review, we will evaluate the reported findings in terms of specificity, replicability and correlation with behavior. Finally, we will consider in more detail the inherent limitations of MRI measures of structure and the relationship between MRI measures and the biological substrate.

### Measuring training-dependent structural changes

In total, we identified 20 research articles (see Table 1) that satisfy the following inclusion criteria: (a) the studies involved healthy adults (mean age > 18), (b) a longitudinal design was employed and participants were scanned before and after training in a specific task. (c) MRI-based techniques were used to measure structural changes (Fig. 1). The training tasks employed in these studies range from visuomotor tasks such as, juggling (for e.g., Draganski et al., 2004), golf (Bezzola et al., 2011) or balancing (Taubert et al., 2010) to cognitive tasks such as deciphering Morse code (Schmidt-Wilcke et al., 2010), working memory (e.g., Takeuchi et al., 2010), and learning for an exam (Draganski et al., 2006). Most studies involved young adults (<30 years of age) although some focused on older adults (>60 years of age). The duration of training in all these studies varied from 3 days (Kwok et al., 2011) to 1 year (Erickson et al., 2011a). Differences in any of these factors (age, duration of training, etc.) could influence the nature of any underlying structural change. Here, however, we will restrict our focus simply to the strength of the evidence presented in individual studies and the techniques employed.

The most common techniques used in these studies to measure longitudinal structural changes are voxel-based morphometry (VBM)

<table>
<thead>
<tr>
<th>Study</th>
<th>Method</th>
<th>Control condition</th>
<th>Sample</th>
<th>Task</th>
<th>Mean age (years)</th>
<th>Training duration (days)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Draganski et al., 2004</td>
<td>VBM</td>
<td>Between subjects</td>
<td>12</td>
<td>12</td>
<td>22</td>
<td>90</td>
</tr>
<tr>
<td>Colcombe et al., 2006</td>
<td>VBM</td>
<td>Between subjects</td>
<td>30</td>
<td>29</td>
<td>66</td>
<td>120</td>
</tr>
<tr>
<td>Draganski et al., 2006</td>
<td>VBM</td>
<td>Between subjects</td>
<td>38</td>
<td>12</td>
<td>24</td>
<td>None</td>
</tr>
<tr>
<td>Boyke et al., 2008</td>
<td>VBM</td>
<td>Between subjects</td>
<td>25</td>
<td>25</td>
<td>60</td>
<td>90</td>
</tr>
<tr>
<td>Ilg et al., 2008</td>
<td>VBM</td>
<td>Between subjects</td>
<td>18</td>
<td>18</td>
<td>24</td>
<td>None</td>
</tr>
<tr>
<td>Driemeyer et al., 2008</td>
<td>VBM</td>
<td>None</td>
<td>20</td>
<td>None</td>
<td>27</td>
<td>7</td>
</tr>
<tr>
<td>Thomas et al., 2009</td>
<td>VBM</td>
<td>Within subjects</td>
<td>12</td>
<td>12</td>
<td>33</td>
<td>None</td>
</tr>
<tr>
<td>Scholtz et al., 2009</td>
<td>VBM and DTI</td>
<td>Between subjects</td>
<td>24</td>
<td>25</td>
<td>Juggling</td>
<td>45</td>
</tr>
<tr>
<td>Tang et al., 2010</td>
<td>VBM and DTI</td>
<td>Between subjects</td>
<td>22</td>
<td>23</td>
<td>Integrative body mind therapy</td>
<td>30</td>
</tr>
<tr>
<td>Taubert et al., 2010</td>
<td>VBM</td>
<td>Between subjects</td>
<td>14</td>
<td>14</td>
<td>Whole body dynamic balancing</td>
<td>None</td>
</tr>
<tr>
<td>Schmidt-Wilcke et al., 2010</td>
<td>VBM</td>
<td>Between subjects</td>
<td>16</td>
<td>15</td>
<td>Decipher Morse code</td>
<td>None</td>
</tr>
<tr>
<td>Takeuchi et al., 2010</td>
<td>VBM and DTI</td>
<td>None</td>
<td>11</td>
<td>None</td>
<td>22</td>
<td>None</td>
</tr>
<tr>
<td>Lövden et al., 2010</td>
<td>DTI+volume analysis</td>
<td>Between subjects</td>
<td>32</td>
<td>23</td>
<td>25, 69</td>
<td>Working memory</td>
</tr>
<tr>
<td>Engvig et al., 2010</td>
<td>Cortical thickness</td>
<td>Between subjects</td>
<td>22</td>
<td>20</td>
<td>Juggling</td>
<td>None</td>
</tr>
<tr>
<td>Erickson et al., 2011a</td>
<td>Volume analysis</td>
<td>Between subjects</td>
<td>60</td>
<td>60</td>
<td>Aerobics</td>
<td>Stretching</td>
</tr>
<tr>
<td>Kwik et al., 2011</td>
<td>VBM</td>
<td>None</td>
<td>19</td>
<td>None</td>
<td>20</td>
<td>Learning color names</td>
</tr>
<tr>
<td>Landi et al., 2011</td>
<td>VBM and DTI</td>
<td>None</td>
<td>12</td>
<td>None</td>
<td>26</td>
<td>Visuo-motor tracking</td>
</tr>
<tr>
<td>Bezzola et al., 2011</td>
<td>VBM</td>
<td>Between subjects</td>
<td>12</td>
<td>12</td>
<td>Golf</td>
<td>None</td>
</tr>
<tr>
<td>Engvig et al., 2011</td>
<td>DTI</td>
<td>Between subjects</td>
<td>21</td>
<td>20</td>
<td>Memory</td>
<td>None</td>
</tr>
<tr>
<td>Woollett and Maguire, 2011</td>
<td>VBM</td>
<td>Between subjects</td>
<td>39</td>
<td>31</td>
<td>Spatial memory</td>
<td>None</td>
</tr>
</tbody>
</table>

Table 1

Details of the twenty longitudinal studies that tested for training-related structural plasticity in the adult human brain using MRI methods. The studies are arranged in chronological order (Young Group, Elderly Group).
gray and white matter changes, the T1-weighted images of a subject employ techniques that rely on segmentation algorithms to measure morphometry (DBM) (Chung et al., 2001; Hyde et al., 2009). Finally, time can be computed using a technique called deformation based time estimated (Erickson et al., 2011a). Alternatively, rather than hippocampus can be readily segmented and volume measures over and after training (Engvig et al., 2010). Further, structures such as the (i) TG shows a significant increase in the MRI measure post-training with no change in CG. (ii) CG shows a longitudinal decline in the MRI measure whereas the TG shows an increase. Such a decrease in CG might be expected in elderly subjects. (iii) CG shows a longitudinal decline, which is arrested in the training group due to the training.

(Ashburner and Friston, 2000) and diffusion tensor imaging (DTI) (Basser et al., 1994). VBM is a whole-brain, automatic technique that enables voxel-wise statistical comparison of local gray matter volume (GMV) or gray matter density (GMD) between groups or time-points. In this technique, T1-weighted structural brain images are provided as input to the standard VBM processing stream (Ashburner and Friston, 2000), and statistical parametric maps (SPM) indicating differences in the density or volume of brain tissue are provided as the output. While VBM is predominantly used for examining differences in gray matter (although see, Colcombe et al., 2006), DTI is used specifically to detect differences in white matter microstructure. In this technique, the diffusion properties of water molecules in each voxel are mathematically characterized by a tensor (Basser and Pierpaoli, 1996) and after standard processing routines (Pierpaoli, 2011), statistical tests are performed to identify changes in measures of white matter microstructural integrity such as, fractional anisotropy (FA). In addition to these two approaches, the same T1-weighted images used in VBM can also be used to create maps of cortical thickness (Fischl and Dale, 2000), which can then be compared before and after training (Engvig et al., 2010). Further, structures such as the hippocampus can be readily segmented and volume measures over time estimated (Erickson et al., 2011a). Alternatively, rather than employ techniques that rely on segmentation algorithms to measure gray and white matter changes, the T1-weighted images of a subject from multiple time points can be non-linearly aligned and deformation measures that reflect an increase or decrease in volume over time can be computed using a technique called deformation based morphometry (DBM) (Chung et al., 2001; Hyde et al., 2009). Finally, MRI measures of longitudinal (T1) and transverse (T2) relaxation times (Deoni et al., 2008; Tofts, 2003) of brain tissue that offer quantitative measures of the properties of white and gray matter could also be used for detecting microstructural changes following training.

As with any MRI measure, the raw data from structural MRI scans reflect both the true underlying signal and noise. Further, the raw data are subjected to several stages of processing to remove potential artifacts and enable valid statistical inference (Ashburner and Friston, 2000; Pierpaoli, 2011), and the final outcome is far removed from the original data. At each stage, small biases can be inadvertently introduced in the processing pipeline, which can give rise to false positives (Jones et al., 2005; Thomas et al., 2009) and make it difficult to detect small changes in brain structure (Klauschen et al., 2009).

In light of these concerns, the reliability of the evidence for training-dependent structural plasticity critically depends on the rigor of the experimental design and analysis methods adopted. Here, we review the robustness of the evidence provided by published studies focusing on three criteria, which apply to any study investigating the impact of training on neural processing: a) specificity, both to the training regimen and to particular brain regions; b) replicability; and c) correlation with behavioral measures of training. While these criteria are not pre-requisites for demonstrating training-dependent changes, fulfillment of all three would provide the most compelling evidence. In the following sections, we discuss each of these criteria in turn and evaluate the current evidence in the context of each.

**Specificity**

The level of specificity of any apparent training effect is critical for its interpretation. At a basic level, it is important to demonstrate that any changes are specific to training and are not observed in untrained subjects. However, trained and untrained subjects are not well

---

**Fig. 1.** Studying training-dependent structural plasticity. (a) Typical experimental design employed by many of the studies reporting training-related structural changes in the adult human brain. A group of adults are randomly assigned to a training group (TG) or a control group (CG) and structural brain data is collected before and after the training period. The example illustrated here, shows a set of T1-weighted MPRAGE scans (voxel size 1 mm isotropic) of two young adult volunteers collected within the same scan session without repositioning. The raw anatomical data are aligned to the anterior–posterior commissure (AC–PC) plane. An arbitrary region of the brain is enlarged in both subjects, across the two scans, to show the variation in pixel intensities that is used to segment gray and white matter voxels in techniques like voxel based morphometry. Over and beyond the natural variability observed between scans of the same volunteer, the prediction with regard to training-dependent structural plasticity is that TG individuals will evince significant changes in measures of gray and/or white matter in a specific brain region relative to the CG. (b) Training-dependent structural plasticity predicts an interaction between time-point and group in structural measures. Specifically, the difference between TG and CG should be greater post- compared with pre-training. Three possible types of interaction are illustrated. (i) TG shows a significant increase in the MRI measure post-training with no change in CG. (ii) CG shows a longitudinal decline in the MRI measure whereas the TG shows an increase. Such a decrease in CG might be expected in elderly subjects. (iii) CG shows a longitudinal decline, which is arrested in the training group due to the training.
matched in terms of their overall experience and therefore, demonstration of specificity to a particular task provides more compelling evidence. Further, finding specificity to a particular task can give important insights into what aspects of training contribute to any structural change. Finally, it is important to understand how specific any training effects are to particular brain regions, especially in terms of elucidating the underlying mechanisms.

Training

Although the measurement error inherent in structural imaging scans and the extensive pre-processing typically involved in assessing changes in brain structure, it is important to take into account the reliability of the structural measures used to assess the impact of training. Typically, this is done by collecting control data in the absence of the specific training protocol, often in a separate group of subjects (Fig. 1). Such a control group is particularly important when studying older adults where there may be changes in structural properties over time in the absence of any training (Fig. 1b). Training-dependent structural plasticity is then evidenced by any MRI measurement that shows an interaction between group (training versus control) and time-point (pre- versus post-training), that is a larger difference between the two groups post- compared with pre-training. Despite the importance of collecting control data, four of the 20 studies we identified did not include any control condition (Driemeyer et al., 2008; Kwok et al., 2011; Landi et al., 2011; Takeuchi et al., 2010), making it impossible to assess the training-dependence of any reported effects.

Of the remaining 16 studies, the vast majority (15/16) performed a between-subjects design with separate groups of subjects either assigned to a specific training protocol (training group) or not (control group). In most cases the control group was not assigned any task between the pre- and post-training scans and the comparison between these scans can be considered a measure of the reliability of the structural measures. Despite the universal claim of training-dependent structural changes in these studies, it is hard to find clear and compelling evidence for a robust statistical interaction between the factors group and time-point.

In particular, in a whole-brain analysis as employed in most studies, it would be ideal to run a direct test, with appropriate correction for multiple comparisons, for voxels showing a significant group by time-point interaction. However, many studies did not appear to run such a test and in some, the precise details of the statistical analysis are hard to establish (Boyke et al., 2008; Draganski et al., 2004, 2006). Overall, we identified two major concerns in the studies we reviewed. First, in some studies, the differences in structural measures between time-points were first examined in separate longitudinal analyses within each group (Boyke et al., 2008; Draganski et al., 2004, 2006; Woollett and Maguire, 2011), with the presence of training-dependent structural changes being inferred from significant changes in a set of voxels in the training but not the control group. The group by time point interaction was either not performed (Woollett and Maguire, 2011), not corrected for multiple comparisons (Boyke et al., 2008), or the results of statistical tests were not explicitly reported (Draganski et al., 2004, 2006). As highlighted by Nieuwenhuis et al. (2011) without clear evidence of a significant interaction, the presence of a significant effect in one group but not the other is only weak evidence for a specific effect of training.

Second, in several studies that we reviewed, the interaction analysis was restricted to voxels that were first selected based on a longitudinal analysis in the training group only, and the reported effect was based on performing the interaction test using the same rather than independent data (Bezzola et al., 2011; Ilg et al., 2008; Scholz et al., 2009; Tang et al., 2010; Taubert et al., 2010). This approach of using the same data to select voxels and further analyze effects produces a selection bias that has been demonstrated to produce potentially spurious effects (Baker et al., 2007; Kriegeskorte et al., 2009, 2010) and precludes reliable estimation of the true effect size of training on brain structure. This problem of circularity often extends to the plotting of the data, with magnitude estimates and error bars displayed for pre-selected voxels rather than using data independent of the selection criteria (for e.g., Takeuchi et al., 2010; Woollett and Maguire, 2011). While such plots may be useful for illustrating the trends and direction of effects, the results will be biased and distorted toward the effects that were selected for (see supplementary materials in Kriegeskorte et al., 2009). To avoid circularity, voxel selection should be conducted independent of further analysis such as in a split-half analysis (Kriegeskorte et al., 2009) or in pre-defined regions-of-interest (ROIs) (see also, ‘Conclusions’).

In addition to these two concerns, it is worth noting that although the repeated scans in untrained control subjects enable assessment of reliability of the structural measures, there is rarely a clear estimation or presentation of the measurement variability. Sometimes the data are normalized to the control data, which obscures the variability within these scans (Draganski et al., 2004, 2006).

While a between-subjects design has most commonly been employed, the remaining study containing a control condition used a within-subject design (Thomas et al., 2009). By avoiding the effect of between-subjects variance, such a design is potentially much more powerful (Poldrack, 2000). In particular, as shown in Fig. 2, subjects were scanned three times at two-week intervals, the first two scans serving as a control condition with no training in-between, and the second two scans occurring before and after training (Fig. 2a). Although significant changes in behavioral performance and functional cortical activity were observed after training, the magnitude and the location of concomitant changes in GMD varied as a function of the scan used for alignment and spatial normalization as well as the software tools employed (Figs. 2b,c). Differences in results due to choice of alignment scan likely arise from the effect of interpolation during the spatial normalization (see also, ‘challenges in MRI based structural imaging’). Importantly, when optimized analysis methods were employed, the authors did not find any evidence for training-dependent structural changes (Thomas et al., 2009).

Overall, the bulk of the evidence reporting training-dependent structural changes in adults does not appear to contain rigorous statistical evidence for specificity to training and the results should be interpreted with caution. In only five studies (Colcombe et al., 2006; Engvig et al., 2010, 2011; Erickson et al., 2011a; Schmidt-Wilcke et al., 2010) could we find any indication that the appropriate statistical tests to identify training-related structural changes were conducted. It is also worth noting that the study that employed a powerful within-subject control found no evidence for training-related structural plasticity (Thomas et al., 2009).

Task

While comparison of a trained group with an untrained group can provide evidence for specificity to training, the strongest test is to compare two groups who have been trained on different tasks and show that the changes are specific to a given task and not a general effect of any training. Such a comparison also makes it possible to determine what aspects of any given task are critical for inducing structural changes. Absence of a training task for the control group also raises an additional concern about the matching of the two groups of subjects. Specifically, the lack of training in a control group may introduce confounding factors. For example, a group of subjects that has been trained on a specific task over a period of weeks is much more invested in the study and may exhibit less head motion in the second scan or even feel less anxious about the scan, compared to a control group without a task. This is important because the signal-to-
noise ratio (SNR) in MRI techniques is generally sensitive to subject-related noise artifacts like head motion, and SNR in diffusion MRI sequences is especially sensitive to physiological effects (for a review see, Pierpaoli, 2011; Pierpaoli et al., 2003). These artifacts could manifest as significant differences between the training and control groups (Walker et al., 2011).

Among the 15 studies that included a control group/condition, only 3 employed a separate training task in the control condition. In two studies (Colcombe et al., 2006; Erickson et al., 2011a), the effect of aerobic exercise was investigated by comparing an aerobic group with an age-matched control group that practiced stretching exercises for the same training duration. Likewise, Tang et al. (2010) assigned different meditation techniques to the training and the control group and tested whether a specific type of meditation technique can induce significant structural changes.

Thus, only three studies include a trained control group and potentially provide any evidence for task-specific training-dependent structural changes rather than general effects of any form of training. However, it is worth noting that Tang and colleagues performed the group by time point interaction on voxels pre-selected for a training effect in one group of subjects and therefore the robustness of the results is unclear (see above). In principle, data could be collected both to determine the reliability of the structural measure in the absence of any intervention (two scans prior to training as in, Thomas et al., 2009) and to determine the task-specificity of any effects (two groups trained on separate tasks), although we found no study that adopted such an approach.

Brain region

All of the studies reporting training-dependent structural changes describe effects that are found in some brain regions and not others. Understanding the distribution and specificity of any structural changes is critical for interpreting the results. However, in the same way that a direct comparison between trained and untrained groups is necessary to show specificity to training, direct comparison between brain regions is also necessary to show anatomical specificity. Without any direct test between regions, it is unclear whether any highlighted regions show a change over time that is significantly different from other regions. With few exceptions (Erickson et al., 2011a; Lövdén et al., 2010), the vast majority of the studies we reviewed simply present statistical parametric maps of the differences between the pre- and post-training scans. However, the mass univariate approach cannot address regional specificity (Chumbley et al., 2010). In this type of analysis, specificity is evidenced as a significant effect in some voxels compared with non-significant effects in other voxels. This is equivalent to testing for the main effects in each set of voxels independently without ever directly testing for the interaction, and as discussed elsewhere (Nieuwenhuis et al., 2011), is weak evidence for anatomical specificity. Further, some studies have reported differences in the temporal profile of training effects in different brain regions (Draganski et al., 2006; Taubert et al., 2010). While the plots of signal change over time are qualitatively different between the regions, no direct test of the difference was performed.

Importantly, any test of anatomical specificity needs to avoid the statistical bias introduced by pre-selecting voxels for a specific effect and then testing the anatomical specificity using the same data (Kriegeskorte et al., 2009). This requires independent data for selection of voxels and tests of anatomical specificity. This could be achieved by pre-defining ROIs based on anatomy or prior studies. Alternatively, multiple data sets could be collected in each subject and part of the data used to determine regions showing training effects and the remaining data used to test anatomical specificity. Finally, in existing or published data sets this could be achieved by performing a split-half analysis, splitting the data over subjects (Kriegeskorte et al., 2009; Poldrack and Mumford, 2009).

The problem of comparing across brain regions is particularly challenging when there are no hypothesis-driven predictions. Having such predictions allows a priori selection of test and control regions. For example, in a recent study (Landi et al., 2011), subjects were trained to perform a complex visuo-motor task using their right hand only, with the prediction that any training-dependent structural change should be observed primarily in the left motor cortex. Consistent with this prediction, training was reported to evoke significant functional and structural changes in the left motor cortex. While this confirmation of the original prediction is indeed suggestive of specificity to left motor cortex, right motor cortex is an obvious control region, and a direct test between left and right motor cortex

---

**Fig. 2.** Impact of analysis pipeline on measures of structural plasticity. (a) Schematic illustration of the within-subjects design used by Thomas et al. (2009). In addition to a pre-training scan, a baseline scan was acquired separated by the same interval as the training period and this served as the control scan. Statistical parametric maps from whole brain voxel-wise analyses indicated that the foci of the training-related gray matter changes vary based on: (b) the scan used as the target for spatial normalization and, (c) the type of VBM implementation used to analyze the data. Note that the bottom panel of (b) and (c) suggests significant gray matter changes between the baseline and pre-training scans even though participants were not given a task during this two-week control period.
would confirm such specificity. In this case, however, no direct test of anatomical specificity was reported. In principle, the strongest evidence would have been to demonstrate that a second group trained to perform the same task with their left hand showed the opposite pattern of results with structural changes in the right but not the left hemisphere. Such hemisphere-specific training is often used in animal model studies, yielding evidence that is highly compelling (Chang and Greenough, 1982; Xu et al., 2009b).

In some cases, strong hypotheses have been generated from the animal literature. For example, taking into account the evidence supporting exercise induced neurogenesis and angiogenesis in the dentate gyrus of the adult hippocampus (Cotman and Berchtold, 2002; Pereira et al., 2007; Van Praag et al., 1999, 2005), Erickson et al. (2011a) tested whether training in aerobics compared with stretching exercises could induce structural changes in the hippocampus of elderly human subjects. They used a semi-automatic segmentation procedure to compute volume changes in both anterior (including the dentate gyrus) and posterior hippocampus. Consistent with their predictions, a relatively small (~2%), but significant increase in the volume of the bilateral anterior hippocampi was observed only in the aerobics group (Erickson et al., 2011a). More importantly, a direct statistical comparison (i.e. interaction between group, time point and ROI) revealed that the aerobics-related changes in volume were stronger in the anterior hippocampus than in the posterior hippocampus.

In sum, very few studies have rigorously tested the regional specificity of any structural changes they report. However, demonstrating such specificity provides compelling evidence for structural changes and is critical for understanding the effects of training and the underlying mechanisms.

**Replicability**

Three-ball juggling has been used as the training task in four separate studies (see Table 1) allowing us to evaluate the replicability of the structural changes reported (Fig. 3). In the first of these studies, Draganski et al. (2004) reported changes in GMD bilaterally in the middle temporal region (visual motion area hMT/V5 — although hMT was not functionally localized in this or later studies) and near the left posterior intraparietal sulcus (IPS). Further, the increases observed with training over 3 months declined over the following 3 months without practice. However, as is evident from Fig. 3, subsequent studies from the same research group showed limited replication of the location of the initially reported training-related peak changes (Thomas and Baker, 2012) and additionally revealed several regions not directly associated with processing visual motion including nucleus accumbens, hippocampus, as well as frontal and cingulate cortex. A recent conjunction analysis of data from three of these studies (Boyke et al., 2008; Draganski et al., 2004; Driemeyer et al., 2008), using an image based rather than co-ordinate based approach (Salimi-Khorshidi et al., 2009), suggests that the most consistent effect of training in juggling was a change in GMD close to the expected location of right hMT/V5 (May and Gaser, 2012; Thomas and Baker, 2012).

In contrast to these reports, the most recent juggling study (Scholz et al., 2009) reported a significant training-related increase (~4%) in GMD in the medial occipital and parietal lobe as well as a significant increase (~5%) in white matter integrity near the right posterior IPS. Importantly, Scholz and colleagues found no evidence for structural changes in or around hMT or the occipito-temporal cortex, even when the statistical criteria for significance were relaxed. In addition, the time course of the structural change was strikingly different. While the earlier juggling studies (Boyke et al., 2008; Draganski et al., 2004) reported effects that decreased after the training ceased, Scholz and colleagues reported increases in GMD and FA even after practice was suspended. Thus, while four separate studies have used a similar training paradigm and analyses, there is limited consistency across studies with regard to the location (Fig. 3) or the temporal profile of training-dependent structural changes in the adult human brain.

Besides juggling, training in working memory (Lövdén et al., 2010; Takeuchi et al., 2010) and aerobic exercise (Colcombe et al., 2006; Erickson et al., 2011a) are the only other paradigms that have been tested in multiple studies. However, due to differences in the training protocols, morphometric techniques used to measure structure, and the power of the analytical approaches, it is difficult to assess replicability in these studies.

Overall, across all the studies that have reported training-dependent structural changes, there is limited evidence for replicability, the most fundamental criterion for the robustness of an effect. While the weak replicability across the juggling studies could in principle reflect real differences, it is important to take into account the concerns about the robustness of the statistical analyses in these studies described above.

**Correlation with behavior**

Individual variations in GMD and white matter integrity have been reported to account for variance in behavioral measures (for a review, see Kanai and Rees, 2011). If the reported structural changes are the direct result of training, it seems reasonable to suppose that the change in structure should correlate with some measure of training behavior. Such a correlation is not necessary to conclude training-dependent structural changes but would significantly bolster support for this conclusion, and has been reported in some animal studies. For example, dendritic spine formation was found to correlate with the number of successful reaches in mice trained to reach for a food reward (Xu et al., 2009b). However, of the 14 studies...
that tested for correlations between behavior and structural changes, only half reported evidence for significant effects.

While the original juggling study (Draganski et al., 2004) reported a close relationship between structural changes and juggling performance, no data or statistics were provided to support this assertion. Further, none of the later juggling studies found any significant correlation between change in brain structure and improvement in juggling performance (Boyke et al., 2008; Driemeyer et al., 2008; Scholz et al., 2009). A similar lack of correlation between behavioral and structural change was reported in three other studies using a range of different training tasks (Draganski et al., 2006; Lövdén et al., 2010; Schmidt-Wilcke et al., 2010). However, such negative results could simply reflect the fact that it is unclear which behavioral measure should correlate with the structural change (e.g., absolute performance at the end of training, relative task improvement, amount of practice).

Significant correlations between behavioral measures and apparent structural changes have been reported in seven studies. However, in evaluating the strength of these results, there are three issues worth considering. First, a general concern addressed by some (Landi et al., 2011) but not others (for example, Bezzola et al., 2011; Engvig et al., 2010, 2011) is that when multiple behavioral measures, multiple structural measures (e.g., FA, radial diffusivity, axial diffusivity) and/or multiple brain regions are tested, the multiple comparisons need to be taken into account to make sure that any effects are not spurious.

Second, in cases where behavioral measures were collected in both training and control groups (Engvig et al., 2010, 2011; Erickson et al., 2011a), the specificity of the correlation should be tested i.e., whether there is significantly stronger correlation between structural changes and behavior in the training compared with the control group.

Finally, it is unclear how to interpret differences in regions that show a significant effect of training on structural measures and those that show a correlation between behavior and structural changes. For example, following training on a dynamic balance beam task, whole brain analyses revealed one set of regions showing significant changes in VBM and diffusivity measures and a separate set of regions showing correlation between changes in GMV or diffusivity and behavior, with limited overlap between the regions (Taubert et al., 2010). Similarly, it is worth considering what it means if only a subset of the regions showing structural changes show a correlation with behavior (Bezzola et al., 2011; Takeuchi et al., 2010).

Overall, only half the studies that tested for correlations between behavior and structural changes reported any significant effects. While those studies reporting significant correlations appear to provide strong support for training-dependent structural changes, these results should be considered carefully in light of the concerns we have raised above.

Robustness of evidence

So far our review of the strength of the existing evidence for training-dependent structural plasticity in adult humans reveals a number of limitations. In many cases, the statistical evidence does not appear to be robust and the evidence for replication is weak. Out of 20 studies, only one (Erickson et al., 2011a) demonstrates effects that are specific to training, task and brain region, with a significant correlation with behavioral performance (but see, Coen et al., 2011; Erickson et al., 2011b). Specifically, anterior, but not posterior, hippocampal volume was found to increase in elderly subjects trained to perform aerobic exercise compared with subjects performing stretching exercises. Further, the changes in hippocampal volume correlated with improvements in a spatial memory task. However, replication of this result would provide the strongest support for structural changes. While this study provides strong evidence for structural plasticity, the pre-defined ROI approach is limited by the focus on specific regions (Friston et al., 2006) (but see, Saxe et al., 2006) and does not capitalize on the ability to image the whole brain with MRI (but see, Colcombe et al., 2006).

We do not mean to suggest that the other studies reporting structural changes are invalid or provide no evidence for training-dependent structural plasticity; just that the strength of the evidence is limited and alternative interpretations of the apparent effects are possible. In principle, the concerns we raise could be addressed by re-analysis of already published data, providing stronger statistical support for the conclusions.

Besides the issues associated with experimental design and statistical analysis discussed above, it is also important to be mindful of the limitations and challenges inherent to MRI-based imaging techniques. In the following section, we examine in more detail whether the results concerning training-dependent structural changes could have been influenced by noise in the data and by biases introduced while processing the MRI structural data.

Challenges in MRI based structural imaging

As noted earlier, unlike the structural imaging techniques used in animal studies, MRI-based techniques have relatively poor spatial resolution. Moreover, in both techniques the raw data undergoes several stages of processing to provide a measure related to the underlying biological structure. While these procedures are employed in order to reduce the effect of various sources of noise and to improve statistical inference, they make many assumptions and may introduce specific biases into the data. Details of the limitations of techniques like VBM and DTI have been discussed elsewhere (Ashburner and Friston, 2001; Bookstein, 2001; Crum et al., 2003; Davatzikos, 2004; Pierpaoli, 2011), but here we will provide a brief overview of some of the major concerns.

Signal-to-noise

The MR signal, which forms the basis for the structural images of the brain, is corrupted by various sources of noise that originate from the scanner (e.g., signal dropouts, eddy current distortions, susceptibility artifacts) or the subject (e.g., head motion, cardiac pulsation, respiration). These artifacts have a greater impact on DTI-based analysis (Basser and Jones, 2002; Pierpaoli, 2011) compared with VBM-based analysis because a reduction in SNR in diffusion MRI scan results in an artifactual increase in tensor-derived measures like FA (Farrell et al., 2007; Pierpaoli and Basser, 1996), the most widely used measure of microstructural integrity of white matter.

In the seven DTI studies we reviewed here, nearly all corrected for both head motion and eddy current distortions, although one study appeared to have corrected for head motion only (Taubert et al., 2010), and one did not report performing any corrections (Takeuchi et al., 2010). Importantly, none of the studies employed the correction techniques necessary for reducing the impact of physiological artifacts such as cardiac pulsation (Pierpaoli et al., 2003), which has been reported to cause significant artifactual changes in FA in several brain regions (Fig. 4). Such outlier data points can be identified and removed from further analysis (Chang et al., 2005; Mangin et al., 2002). If not, they can manifest as significant group differences (Walker et al., 2011) that are unrelated to the experimental manipulation. For example, the changes in FA reported in participants who took part in integrative body-mind training rather than relaxation therapy (Tang et al., 2010) could in principle arise from physiological changes (e.g., cardiac or respiration) induced in one of the groups following the training, rather than the specific meditation technique.

In addition to applying appropriate corrections to the data, it may be prudent to use measures of diffusivity such as Trace or Mean Diffusivity (MD) rather than just FA, since such raw measures of diffusivity are more tolerant to changes in SNR (Farrell et al., 2007; Marenco et al., 2006; Pierpaoli and Basser, 1996) and could potentially provide
different assays of microstructural changes in white matter (Beaulieu, 2011). It is worth noting that only three of the seven diffusion MRI studies we reviewed here (Engvig et al., 2011; Lövdén et al., 2010; Taubert et al., 2010) tested for consistency in the training-related structural changes across different diffusivity measures.

**Spatial normalization**

A fundamental requirement for longitudinal studies of structural plasticity is that a voxel in a specific location in the participant’s brain at time-point 1 should be aligned with the same location imaged at time-point 2. This alignment is complicated by differences in factors such as, the subject’s head position and the scanner temperature across the two time-points. Further, in group analyses, each subject’s brain needs to be aligned with each other. This alignment across sessions and subjects is typically achieved by spatially normalizing to a standardized template allowing voxel-wise statistical analyses to be conducted. The assumptions made in these procedures have been a matter of debate (for example, Ashburner and Friston, 2001; Bookstein, 2001) and although many of the concerns have been addressed in recent years (Klein et al., 2009), it is important to note that the choices made regarding spatial normalization can have a significant impact on the results. For example, with very few exceptions (Engvig et al., 2011; Landi et al., 2011; Scholz et al., 2009), most of the studies reviewed here normalized the structural scans from time-point 2 to the scans from time-point 1. This procedure introduces different levels of interpolation-related changes and other biases in the two data sets (Smith et al., 2002), which can manifest as longitudinal differences. Indeed, as is evident in Fig. 2b, the results for longitudinal structural differences can depend on which of two pre-training scans were used as the source for spatial normalization. Importantly, when the scans in this study were aligned to the halfway point between the two pre-training scans, no significant differences due to training were observed (Thomas et al., 2009).

**Smoothing**

MRI images of brain structure show considerable non-normality or non-stationarity (Salmond et al., 2002) and therefore parametric cluster-size tests cannot be performed without violating assumptions regarding normality of the data and the variance of the residuals (Ashburner and Friston, 2000; Hayasaka and Nichols, 2003). This is partly remedied by smoothing the data with a Gaussian filter of some standard size. Although a filter with a kernel size approximately 2–3 times the voxel size of the data has been recommended (Worsley et al., 1992), some have pointed out (Jones et al., 2005) that this estimate was derived empirically for analyzing fMRI and PET data and there is very little justification for the same rule to be used for VBM or voxel-wise analyses of DTI data. In the studies we reviewed, some did not report the exact parameters of smoothing (Draganski et al., 2004, 2006) making it difficult to compare results across studies. The remaining studies used filter sizes ranging from 3 to 12 mm. Such an arbitrary use of filter sizes can be counter-productive for a proper estimation of the effect size. For example, in a test of structural differences between a patient group and a control group, the foci of structural differences in FA between the two groups varied as a function of the filter size (Jones et al., 2005). In addition, studies that have examined the rate of false positives in VBM analysis, as a function of smoothing size concluded that large smoothing kernels (i.e. filter size > 12 mm) and stringent cluster thresholds (p < 0.001) are necessary to reduce the rate of false positives to an acceptable level (Silver et al., 2011). However, given the microscopic scale of structural changes observed in the animal studies, the use of such large filters may come with the cost of smoothing away the variance due to the experimental manipulation. In the context of training-dependent structural changes then, a legitimate question is to what extent the magnitude and location of the structural change reported in many of the studies reviewed here are resistant to changes in smoothing parameters.

**Assumptions underlying statistical analyses**

As noted above, smoothing the data does not ensure non-stationarity since strict assumptions need to be satisfied (Hayasaka and Nichols, 2003). Accordingly, procedures for non-stationarity correction have been included in the VBM pipeline, and at low degrees of freedom (<30), nonparametric permutation based tests, an assumption-free approach, have been recommended as a conservative alternative (Hayasaka et al., 2002).
2004; Nichols and Holmes, 2002; Silver et al., 2011). Some of the studies reviewed here (Engvig et al., 2011; Landi et al., 2011; Scholz et al., 2009; Tang et al., 2010; Thomas et al., 2009) adopted nonparametric tests to identify training related structural changes. However, among the studies that relied on parametric tests, only few corrected for non-stationarity (Ilg et al., 2008; Schmidt-Wilcke et al., 2010) and in one study (Taubert et al., 2010) the parametric test may have been anti-conservative due to the small sample size. Given that failure to correct for non-stationarity can produce false positives and negatives (Hayasaka et al., 2004; Silver et al., 2011) the evidence reported from such studies should be interpreted with caution.

In summary, at each stage of the data processing stream, from preprocessing to statistical analyses, significant biases can be introduced inadvertently, and these can give rise to spurious changes in brain structure. Specifically, if the necessary corrections are not adopted, and rigorous statistical methods are not employed, as is the case in many of the studies we reviewed, it is difficult to rule out the possibility that imaging artifacts could have influenced the results concerning training-dependent structural changes.

Interpreting the evidence from MRI-based structural imaging

So far we have considered the reliability of evidence for training-dependent changes in MRI measures of brain structure. However, a second critical question is what any changes in human MRI measures, such as cortical thickness, gray matter density or fractional anisotropy, might reflect in terms of the biological substrate and how they relate to the animal literature. Specifically the T1-weighted structural images that are used as the raw data for morphometric analysis such as cortical thickness, VBM, DBM, etc., do not offer quantitative information regarding the nature of the change in brain tissue. Although cortical thickness translates to a realistic measure of cortical morphology that is precise (Lerch and Evans, 2005) and consistent with post mortem data (Fischl and Dale, 2000), the gray matter probability values used in VBM do not correlate with quantitative histological measures of neuronal density (Eriksson et al., 2009). Likewise, diffusion measures of white matter microstructure such as FA, could reflect any number of the properties of axonal fibers including, myelination, packing density, and diameter (Beaulieu, 2002, 2011). However, the data from two recent animal studies that used rigorous experimental design and a combination of high spatial resolution MRI and immunohistochemistry provide some insight into what the MRI-based measures might reflect.

In a DTI-based study, (Blumenfeld-Katzir et al., 2011) the structural correlates of spatial learning were examined in a group of adult rats relative to two control groups matched for different aspects of training. The DTI analyses revealed training-related structural changes in the dentate gyrus, piriform cortex, the posterior cingulate cortex, and the corpus callosum. The immunohistochemistry analyses revealed that changes in synapses and astrocytes may have contributed to the change in the diffusion measures in the dentate gyrus, whereas an increase in myelin was identified as the contributing factor for the increase in FA in the corpus callosum. Interestingly, only the change in the dentate gyrus was found to be consistent across all the age groups. In contrast, a significant change in FA in the corpus callosum was observed most prominently in the developing group.

Similarly, Lerch et al. (2011) used a converging approach to test whether specific types of learning (spatial versus non-spatial) could evoke structural changes in specific brain regions of adult mice. In vivo analysis of the MRI structural data indicated that spatial learning was associated with structural changes in the hippocampus, while non-spatial learning was associated with changes in the striatum. In addition, compared to an untrained control group, they also reported non-specific structural changes in the training groups in several regions across the neocortex. Finally, immunohistochemical analysis suggested that the structural change in the hippocampus and striatum could be attributed to remodeling of neuronal processes.

In summary, these two studies suggest that: (a) with sufficient spatial resolution and rigorous experimental design MRI-based techniques can be used to detect training-related structural changes in the adult brain; (b) the hippocampal complex may have a special status in propensity for training-dependent structural plasticity, but changes may extend to neocortical regions; (c) the primary structural change may be mediated by changes in synapses and astrocytes, remodeling of neuronal processes, with changes in myelination appearing to be age-dependent.

There are obvious limitations in employing similar methods to explicate the mechanisms underlying structural plasticity in humans. Nevertheless, MRI-based imaging methods are currently the only tools available to measure changes in brain structure in vivo. A major challenge is that structural changes in the adult brain may be subserved by subtle changes in microscopic structures like dendritic spines rather than large-scale structure remodeling of axonal tracts, for example. Further, learning a novel skill may be mediated by a multi-stage process (Dayan and Cohen, 2011) such that rapid skill learning is facilitated by an increase in spine density within an hour and stabilizes to pre-training levels within 2 weeks (Xu et al., 2009b), but further augmentation of learning may be supported by a consolidation phase and a slow learning phase (Karni et al., 1998) that may range from days to months contributing to improvements in performance (for a recent review see, Dayan and Cohen, 2011). Such slow changes over long periods of training can be mediated by changes in other cellular processes such as angiogenesis, myelination or axonal remodeling. However, the exact nature of the structural change may be constrained by the type of training task and the neuroanatomy. For example, cognitive tasks, such as learning for an exam, may involve changes at the synaptic level, whereas aerobic training may involve a combination of neurogenesis, synaptogenesis and angiogenesis in the hippocampus, but only synaptogenesis in the cortex.

Animal studies that combine immunohistochemistry analysis and different MRI techniques (Blumenfeld-Katzir et al., 2011; Lerch and Evans, 2005) will be critical to explicate the spatial and temporal profile of such a multi-stage process of structural plasticity and how such changes are reflected in the MRI signal. Moreover, by collecting quantitative T1 and T2 measures (Tofts, 2003) in addition to Diffusion MRI data, the biological basis of structural changes detected with one type of MRI-method can be understood better (for e.g. Draganski et al., 2011). Thus, by acquiring both diffusion MRI and multiple components T1/T2 relaxometry data across time-points (Deoni et al., 2008) one can test quantitatively whether the learning related changes in FA for example is related to changes in myelination or due to partial voluming. Such converging data will not only provide a compelling demonstration of structural plasticity, but will also offer insight into the underlying mechanisms.

Conclusion

Based on our review of the literature and the limitations of MRI-based measures of structure, we conclude that the current literature on training-dependent plasticity in adult humans does not provide unequivocal evidence for training-dependent structural changes and more rigorous experimentation and statistical testing is required. Of the 20 studies we reviewed here, only one (Eriksson et al., 2011a) provides strong evidence for effects that are specific both to the training task and to particular brain regions. Furthermore, these results are consistent with prior animal studies using related training paradigms (for a review see, Van Praag, 2008). Given the sometimes-weak experimental design, anti-conservative statistical methods and the potential for methodological artifacts, the remaining studies do not provide compelling evidence. Many of the studies we reviewed...
are suggestive of training-dependent structural changes but in the absence of rigorous statistical testing, and a clear description of the methods used to analyze the data (Ridgway et al., 2008), the results remain ambiguous, and so far have not been shown to replicate convincingly. One of the difficulties for assessing replication of spatial location is the paucity of reliable methods to assess the variability of spatial estimates (for reviews see, Lazar et al., 2002; Wager et al., 2007). Meta-analytic approaches can be used but only if the full data are made available (Salimi-Khorshidi et al., 2009) (but see, Kang et al., 2011; Xu et al., 2009a).

Our review of this literature also highlights how two prominent statistical concerns, namely circular or non-independent analyses (Kriegeskorte et al., 2009; Vul et al., 2009) and failure to test appropriately for interactions (Nieuwenhuis et al., 2011), can impact a specific domain of research. However, there are two well-established procedures to avoid circular analyses that are worth considering. First, if there are prior hypotheses regarding the brain regions expected to change with training, the ROIs can be defined independently of the experimental data and statistical tests can be restricted to the independently defined set of voxels. Alternatively, in an exploratory study where there may not be any strong hypotheses regarding the location of structural changes, unbiased estimates of magnitude and effect size can be obtained by performing a split-half analysis (Kriegeskorte et al., 2009; Poldrack and Mumford, 2009). In this type of analysis, the data from part of the sample can be used to define the ROIs and subsequent analysis and characterization of the effects can be performed in these independently defined ROIs using the remaining data.

Despite the numerous limitations of the studies reviewed here, we do not mean to suggest that the training protocols used in the human studies do not induce structural changes in the adult brain, nor do we mean to imply that MRI cannot be used to detect training-dependent structural changes in the adult brain. On the contrary, the two animal studies (Blumenfeld-Katzir et al., 2011; Lerch et al., 2011) described earlier provided compelling evidence for the feasibility of MRI-based techniques to detect training-related structural changes in adult animals. Further, in vivo imaging of structural plasticity in adults is of critical importance to characterize the mechanisms governing neural plasticity and also to develop rehabilitation strategies that facilitate structural plasticity in patients with brain injury.

The challenge moving forward is to address the limitations of the existing studies and present the strongest possible evidence for training-dependent structural plasticity in the adult human brain. In terms of design, we would argue that there should always be a control group (matched for factors such as age, gender and IQ) and in terms of design, we would argue that there should always be a control group (matched for factors such as age, gender and IQ) and a training group (matched for factors such as age, gender and IQ). In terms of analysis, direct comparisons must be made between the experimental and control groups. Above all, a rigorous statistical approach should be adopted — this may require larger data sets than previously collected to allow for independent estimates of effect size and testing of anatomical specificity. Only once robust data are presented, will it be possible to tease apart the contributions of different factors such as duration of training, age, gender, or intensity, complexity or novelty of the training task, which are all likely to impact the magnitude, nature or time course of any plasticity.

Structural MRI is a powerful tool to investigate brain plasticity and with the same sort of advances that revolutionized functional MRI (in hardware, analytical techniques, and understanding of the neurobiological correlates), it offers the potential for exciting and important insights.
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